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: BISDN, ' , , virtual 

o ver 
the bandwidth ailocation problem is '"""'"'e:;."' 

the Broadband is composed access 
intermediate (VPNC switch), there is one server each 
the different dasses of and e) discrete 
u to evaluate the different strategies d) the performance in terms 
evaluated using a software package developed for that purpose, 

l. lntroduction 
Broadband lntegrated Services Digital Network (BISDN) is a 

capabilities and interfaces supporting an integrated network and user 
it was CCITT as its of recommendations 

classes of traffic, for 
reason, lt is necessary 

traffic. 
Resource reservation 

or leve! 

Transfer 

in 
were created to 
transfer, 
req u irements 
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* ress: me, 

bandwidth category of service, such as, CBR, 

traffic and [1], [1 ' use 
the maximum instantaneous rate 

is accomplished this parameter, 
input 
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Cyciic 

Table 1: Re!atíonshíp between management bandwidth and traffic attention strategies. 

availab!e. \Ne considered the bandwidth allocation over virtual connection, 
over VPCs. A PVC is a set of VPs between points which are dErfined as 
switches [5]. So we only work with VPNC switches. 

The complete sharing strategy uses the 
and it tries to al!ocate the demanded bandwidth ( the value of 
strategy is simple but the available bandwidth is used for classes 

traffic which requires more bandwidth has compete 
necessitates less bandwidth. 

The movable boundary strategy [12] and [1 9] divides the 
partitions of bandwidth which can have equal or different sizes. The sum 
these partitions must be less or equal to the m available 
partition must be defined and which partitions can be used for 
These strategy is more than complete sharing 

it it is assign more or less partitions 
This be supported on required 



of have dealt the prob!em over integrated 
[24], [25], analytical models [1 0], [24], 
studied characteristics of strategies over 
switched networl<:s [8]. This is accomplished using a simuiation program 
permits to do many test bandwidth over di"fferent configurations 

In addition, we concentrated on bandwidth over virtual 
as they have been defined [1 , [21]. 

of 

purpose. This 
pe1iormance 

rejected calls. 

some recommendations that 
the utilization 

This paper is organized as fo!lows. !n 
were us resolve the problem of of 
bandwidth allocation strategies as as it was described in 

is described in i 
use software program to 
strategies, program is described in 

111, we use an integral example to show the peiiormances of the 
strategies bandwidth a!location in terms of rejected calls the 

. The output parameters our simu!ations are given in the section 111-A 
results our simulation are presented in the section 1!1-B. Section 

summarizes our conclusions. 

11. of bandwidth allocation str,rtegies 
Evaluation the bandwidth allocation strategies described in 

based on the following steps, the 
simulation process and sofl'ware program. As 
, we considered that an integrated service digital network is 

access and interrnediate nodes which accomplish of a VPNC 
switch. The follows steps are described in the next sections. 

II~A Queuing Modal 
Each access node multiple queues, one 

access ls a server which ""''~n'"'''"'"'"' 
resource management as wel! as we 

intermediate 
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i is 
an 

Evaluation bandwidth strategies is 
discrete simulation [2]. The di·fferent (access 

for access node: are described as 
i traffic is at access nade j. 

server o·f an access node ends 
i it can attend another of j traffic. 

c. End a connection: the holding time of a cal! connection is finished. 
Ali previous events can be succeeded an interrnediate 

arrival. 
On the one hand when a call arrives 

a 



2 

3 

INTERMEDIATE NODE 

o ACCESS NODE 
4 

Fig. 1: Network configuration ofthe example. 

defined and they can different sizes as if as the sum these size 
than avaiiable bandwidth each VPC; it supports many configurations 

netvvork in tenns numbers topology; and, it 
accept and holding time description 
program is done 

lit Evaiuation Results 
an to show the program works 

combinations of bandwidth allocation strategies based on 
simulation process , as they were described sectlon 11. 

!liBA par¡;¡¡rneters 
The parameters took in count for bandwidth allocation strategy evaluation are; total 
nurnbers ca!is which arrived to the network, total numbers of cal! entry 

in words, they were queued in the access node; total numbers 
calls, they are the for demanded to be allocated; 

cal! which were rejected because there was availabie 
over route; total numbers which were 
bandwidth was allocated over the mute; percentage rejected cal!; 

percentage of accepted calls; a traffic i is characterized offered traffic, 
Er!angs; and the i traffic load as = * PCRi. The total traffic a 
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j is defined as follows : 
number classes traffic 

Sj = 2: 
i= 1 
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performance 
1 and 2 

1 

tlle results 
experiment). The 
traffic assignation 
performance 

size each partition are 
for each partition. case, the performance is 

previous!y. The reason is that the size of each partition 
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clc~"'~<l<l 
c<lll!s 
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Fig. 1: Percentage of rejectecí ca lis versus total traffic load For the 
complete sharíng and FIFO strategíes. 

not favor the higher bandwidth demands, such as, traffic 1 
and strategies improve this performance again. 

more quantities partitions the traffic 
lt be interesting to have a more pragmatic 

explain how determine the different tra·ffic types and 
application/media correspond this wil! be part of another 
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Fig. 3: Percentage of rejected cafls versus total traffíc load for the 
complete sharing and príoríty strategies. 
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Fig. 4: Percentage of rejected calls versus total traffic load for the 
movable boundary and FIFO strategies. 
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Fig. 5: Percentage of rejected caffs versus total traffíc load for the 
movable boundary and cyclic strategies. 
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Fig. 6: Percentage of rejected cafls versus total traffíc load for the 
movable boundary and príority strategies. 

IV, Conclusions 
In lntegrated Broadband networks, such as BISDN, which supports many classes 

traffic and count with a great account of bandwidth (it support transmission rates over 
150 ), it is necessary count strategies which permit to regulate the 
admission in network and management the as bandwidth. 
The different dasses of traffic have different 

I!L 
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o ver 
's recommendations [18]. 

deve!oped program evaluates the 
strategies it is based in one server 
simulation. !t supports multiple classes of traffic, muitiple 

nodes, over the bandwidt!1 
traffic attention strategies. 
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